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Problem Statement 
• Predicting Ideal Length Of Stay of Liver Cohorts who got 

readmitted within first 30 days of their index admission 
 

• Reduces costs to patients, hospitals and insurance companies 

• Increase quality of treatment to other patients 



Dataset 
• (HCUP) Health Care Cost and Utilization Agreement dataset 2009 - 2013 

• 27,607 Observations 

• 114 Independent Variables 
• 16 Continuous Variables 

• 98 Categorical Variables 

• Dependent Variable – (LOS) Length Of Stay 
 

 

 



Exploratory Data Analysis 



Exploratory Data Analysis 



Understanding the data 
READMISSION 

VISITS GOOD VISITS BAD VISITS 
INDEX 



Data cleaning and pre-processing 

1. Exploring Five-number summary of variables. 
2. Imputing Missing Values: 
 A) For Comorbidities Measure: Default to 0 
         B) For Multivalued Categorical: Default to ‘Others’ 
 C) For Binary Categories: Random(0,1)  
 D) For Continuous: Mean 
         E) Remove if an entire feature has no contribution to the data 
3.    Total Selected Features after pre-processing – 38 
4.    Creating dummy variables for non binary 

Check Point 0 



Approach 

• Building a model using patients data who did not revisit hospital within 30 
day window and using the parameters to estimate ideal length of stay for the 
patients who visited the hospital within 30 day window 

 
 OR 
 
• Building a model with both types of patient visits and determining ideal 

length of stay for the index visits 
 

Check Point 1 



Formulating Train / Test Sets 

• Assuming each visit is independent of the other 
• Dividing the data into train, validation and test sets in ratio (7:1:2) 

 
• # of Unique Patient revisits within 30 days window – 3137 
• # of Unique Patient revisits after 30 days window – 13,934 
• Test set contains data of all the index visits of patients who are 

readmitted within 30 days of index visit and we are interested in 
estimating ideal LOS for those patients. 

 

Check Point 2 



Feature Selection 
EXTRA TREES CLASSIFIER 

RECURSIVE FEATURE ELIMINATION 

STEPWISE AIC 

 
•    Important Features : Post Operative Problems, Comorbidity Measures, Disposition of Patient at Discharge (Others) and Age  
•    High correlations are found between ADC (Average daily Census), ADMTOT (Total Facility  Admissions), BDTOT (Total Beds 
Staffed) 

 

Check Point 3 



Data modeling 

StatModels: 
Ordinary 

Least 
Squares  

Polynomial 
Regression 

Lasso 
Random 

Forest 

Check Point 4 



Evaluating Model Performance 



Calculation Of Cost Saved 



Findings 

• By increasing average LOS by 2.95 or 3 days in first index visit $56,523.94 costs will 
be saved on an average per VisitLink. 

• By staying 3 more days on the index visit, 3 extra days or 6 days in total of stay 
during readmission can be eliminated on an average 

 
 
 

• Average increase in LOS for index VisitLinks   = 2.95 ~ 3 days 
• Average Cost Saved per VisitLink  = $56,523.94 



Other Approaches 

• Building Model using only the ideal data and estimating 
the LOS for non-ideal data 

• Logistic Regression – Assuming each visit is independent 
• Markov Models – Assuming each visit is not independent 

 

 




